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" HIER-GRP: A COMPUTER PROGRAM FOR THE ,
. HIERARCHICAL GROUPING OF REGRESSION EQUATIONS
. L INTRODUCTION - o Iz
" HIER-GRP, aﬂ eerenym fer hiererehieal gmuplng, ie 1 eumputer pmgram whieh wna developed for .
varous Air Farw’ reeeereh purposes at the Computational Sciences Diﬁsier], Air Force Human Resources
‘Laboratory, Emuks AFB, Texas. Given a starting set ‘of k regression equations, each of which containa the
same criterion ard predictor variables, the basic Db_]EC.tiVE of the HIER-GRP a]geriehm is to group or to
cluster. the equations in a stepwise or iterative manner so as to minimize the. overall loss of predictive
efficiency at'each iteration. Initially there are k eeparate groups; i.e., each of the k equations is considered
" as a group by itself, and a measure of overall predictive vefficiency is computed,: At the first iteration all
possible ways of combining any two of the equations from the-total k equa,tier{; are examined, and that
copbination providing the minimum,loss of overall predigsve efficiency is selected to form a “new group.”
Formation- of the new group reduces the number of eq*s to k-1 for the start of the second iteration.
The process ‘continues until only one final group remains is “l“uerarehleal“ in the sense that the pattern ‘
of the numbef of groups fmm start to finish is k, k-1, k-2, . ' \ : . C

The mathematical theory upon which HIER-GRP is b 1 is documented in an Air Force publication

egtjtled An Iterative Technique for Clustering Criteria WHich Retains, Optinium Predictive Efficiency by -

Rﬂbert A. Bottenberg and Raymond E. Christal (3). Early developmental work was also accomplished by
Iu’e H Ward, Jr,, (16), and some of the original ﬁegammmg was dene by Deniel D. Rigney.

* 2. HIER-GRP or dne of the earlier versions of the program has been used extensively by the Air Force in
. the past, especially-in conjunction with *policy-capturing applications.” Policy-capturing is. ethodc}lagf ,
-, composed of multiple linear regression analysis and hierarchiéal grouping procedures (1, 3, 4, 6,7,14,16, -

-, 17, and 18). In this context, HIER-GRP was used in the development of the Weighted Airman Promotion

 System (WAPS) (10) and later in the reevaluation of WAPS (12 and 13). THe program was also used in
developing officer grade requirements (9), 2 promotion system for airman basics (2), a screening systern for
the Alr Reserve Forces (8), and a senjor NCO promotion system (11).

Thls report describes the technical details that are required for the use of the HIER-GRP program as
it is eurrently opemtmnal on the Univac 1108 computer system at the Computational Sciences Division.
“The basic algen‘l{hm is first discussed, and the essentlal steps‘are outlined. Details of the computer system

- requlfemems and: descriptions of ' necessary control cards are then presented. Next, the output of .

" . HIER-GRP js explamed Appendiees are included that contain the mathematical fDnmllae uged in the
program, some mathematical background helpful for understandmg the algorithm, sample Qutput and a
comp ete scuree card listing of {he program, »

Fa:t]y as a result of the:research studies referenced abeve requests for eoples of the HIER-GRP
computer program and associated documentation from different Air Force agéncies, other governmental
organizations, colleges, and universities have been numerous. Since 1969, approximately twenty copies of
HIER-GRP have been provided to different requesters and implemented on a variety of different computer
systems. One purpose of this report-is to pmvnde a document whleﬁ' can be used to satlsfy any future
: requests for HIER- GRP . - _ : -

]

11, BASIC ALGORITHM ' A

i

=

£ * B . . 7, - .
" This section’ describes the basic structure of the -HIER-GRP algcmthm Th,?sreédﬁ“ls refer d to
Appendix A for computational formulas mentioned in the various steps and Appendlx B fnf lore

detailed mathematical conaiderations. _

L i
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The basic steps of the HIER-GRP-algorithm can be BUmmarized as tha following five phases: (a) data
input and program termination, (b) computation of the overlap matrix, (¢) determination of the order of
clustering, (d) computation’ of the statistics for the initial k eriteria, and (e) iteration to reduce the number
of criteria. Each of these phases is dgsmbed in the l‘ollowing steps. The steps are to be fgllowm 4n numerle

“order unless indicated otherwise, o S T .
T _ « L
Steps 1—21, Data Input gndrFrpgmm Termination

l_ Read “Problem Definition: Card, " This. card defines k, the number of criterla or regrcssicm
'equglmns to be grouped and the number of standardized regrcssmn (beta) wclghls in each equatioy, If no'
Problem Dgﬁnitian (,ard is'read, terminate the program. -

2. Read m “the numher of cases, the criterion feans .md standﬂrd deviations, .the standardized
regression weights, the validities, and the predictor means and standard deviations for each Equation \ssigh®
each equatiofi the identification numbers.-1 through k, rcspectively “according’ to- the ‘order in which. the]
equations were read. ‘ _ ' o .

S;ep 3. Cumputatiim of the bvgrlﬁp' Matrix.

: 7

. '3, Cémpute the: uveﬂap mat ik A, where each clement a;; denotes the decrease in uvemll, pmdmtnve
efficiency if equation i is combined with equation j; fori = l 2, ...k =12, .k, “ind i #j. The
diagonal elements of A are undefined and the elements above ihe dmgnml are symmatnﬁ ‘with thusc o
elements belﬂw the dngonal : - :

. . - ;e ' ) C ] .
Steps 4.-:8. Deteimfmati@n of the Order of C‘,!ijstfz;ring

4, "Set NGRPS thc mde‘r denoting the current number of gmups, equaltok. lmtmlly Each cntencmv
(equation) belongs toa separate.eluster. - -t #

5. Considering all dusterq presc:n't at the NLRPS stage, seléct two of thc clusters denoted byiandj .

sm:h that:- . . :

a. a;;<apy, where ¢ :md m are the identiﬁcﬂti(zn numbers cfany c:luste’?’pfﬂseriti at t,h'u,z_ NGRPS_
stagc and ¢ # m and \ :

b. i <j. This can be a;mmphshgd by;fimnmmg the elements abuve the dlaggnaj of thc, overlap
matrix and selecting the smallest element. - ;

6. Form a new criterion cluster from the old LlUStLrS i and j identified in Step 5. Record the
identifications of the two clusters i and j in the stumbe areas IUNGRPS and JUNGRPS‘ respectively, Assign’
the new cluster the ‘identification number i. . .

7, Decrement NG RPS by 1. If NGRPS > 1, go to Step 8; otherwise pmu:ed tn Stcp ‘9, s

8.y Update the uv«:rlap matrix as follows. For each £, ¢ # i of- Step 6 where ¢ is the identification
numbcr of a criterion cluster present at the NGRPS stage, compute the decrease in overall predu;tm:
efficiency if eqlﬁtmn ¢ is combined with equation i. Since N(_:RF‘S was reduced by 1 in Step 7, the -
dimension of the updated overlap matrix will be reduced'by 1. Retuin to Step 5. ,

. . -

Step 9. Cﬂﬁ)nﬁtatiﬂn of the Statistics for the Initial k Criteria

M

9 Compute the squared mulnplc correlation coefficient for each of the initial k reqression cquitions
and, also, ORUy, the ovenall squ: ired multiple correlation meﬁcmnt obtained by mnsmcﬁng a regression
mndc‘l with no grouping of mltml cquations.

[
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) . Step10-15. ltemtion to Reduce the Number of Grteria’ . |

10. Fﬂrm Wn Initial grouping of the k equations by asalgnlng each equuth:m fu 1 gmup by’ ltuelf Thls' .
Is the “k groups” stage. Set NGRPS' equal tok. - - \ . )

I1. Form a new ‘grouping of the k equntions by fn]lnwlng the grouping order” cstablished in Steps .
4-8. This is acqnmpllshm by combining the groups identified by IUnGRps and JUN( RPS and uqslgnlng,
the new group (criterton cluster) the ldenﬂﬁgntiun number ln IUNG RPS: - o .

12. Cumpute the least quares regrcsalun qulillan ‘which can be used to prgdict the new group and
dhcrement NGRPSby 1. v | Do
’ 13 Pnnt all suﬁisth.s concerning ghe new gruuplng lmluding o .
a. the identification numbers of the two ﬁquntkmq combined at this llcratlun. N
b. An [‘ value testing the diﬂcrcnce between thc predlctmn equallﬂns fu: the two r;lustuq in,
(a')r ' T ' : 5 h [ :
¢. An F value testing the dlfﬁ}anc bq:then the k initial pn:dlctiun tquations and Lhe smallcr
set of NGRPS equations (ong for each cluster) used at the “NGRPS groups” stage, and .

- d. > the overall squar:d multiple émrelation mefﬁcient obtained using, the NGRPS equations at

" this stagc L. N 7
14. Print a summary of all groups (LlUStLI‘S) present at the NGRPS stage Also, print the prgd:ctmn
e:quatmn for the new group (including standardized and raw ‘scre we;ghts) . A

15. If N(_IRPS > 1, loop back to Step 11; otherwise, rglum to Step 1 and bcgln x’hc next pmblcm

[

HIL, DESCRIPTIONS OF THE HIER-GRP PROGRAM

e

) Sy tems Reqmrgmentq : /

. - /
The HIE lH;RP pmgram is composed of seven. routines—the maim ‘ot driver routine and  six

subroutines. The entiré program, with the exception of the: Uhivac Assembly Langyage subroutine START,

is writtén in FORTRAN IV, The assembly subroutine START is called once at the beginning of the driver

routine and is never called again. Its ur_nly function lS to" reset tln: margin- cbntrol on the Univac 1108 -

prmtc:r - .,

The Univac version of F()R”[ RAN has a special statement, the Parameler stah:ment K’Nl*uch is used in

the driver routine and which tay-not be available®n other computers. The Parameter statement is used to
defin®Me~dimensions of arrifys at anpnl ation time. The l’dmmcter statement can be repnovedif eagh array

* is dimensioned to its required size. . Y

_ The complete HIER- (;RP program’ rcqmrcs approxithately 10,000 36-bit wurd% ;‘T core, slumgc in
addition to the number of words required for arrays. If P is the number of predictors angd ¥ is the number
of cquations, then the amount of storage required for arrays is 12E+3P+[2- L P]+[[ (L «l)/?]*lét For
example, lfP =50 nml E = 50, then 6,989 words of storage are required for armys - ‘

) T]mn: are a mtx] of 1,121 cards in the HIER-GRP program’ deck. Of these, only GD! are source
inguage cards :lntl the remainder are comments caids. THE number of ecards and the intrinsic system
mut}pes required 1 ln cach of the seven routines which make up HIER-GRP are listed in Table 1.
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¢, . .  Tablel Cha 'iierbtlelnftha HIER-GRPRnulInn <o
" Frogram ’ O seuree Number of Souros Number of < ingrinsk Bystem
Name ! L;uiu-li Language Cardi - Commant Cardy Routines Required
DRIVER (miN) FORTRANIV ' 100 3 . None
START ~ ASSEMBLY 7 . 0 None
"OVRLP © = FORTRANIV - 36 36 None
GROUP ~ FORTRAN IV “ 76. - 48 None
STAGE: FORTRAN IV : 81 42 - None
PRINTG FORTRAN IV o218 k2 ., SORT
.PLEVEL ~ , . FORTRANIV . 83 ~ I ATAN, SQRT,
f f -« ALOG, EXP, SIN
S, A

- A - Data Requirements .

K_H!ER-GRP user must supply ‘the following, data far each r«aig\vessinn cquation: ‘

1. The number of cases (N) which were used to compute thé equation

2. “The criterion mean and standard deviation (SP) -
3. The standardized n:gressmn weights

4, The validity coefficients (correlations of predu,mr of m(thcndent variables with the gritulun or
dependent variable) . :

5. The predluur means and standard deviations.

Thc mmpumtmnal furmulas (lcvclﬁpcd by Hmtenburg :md (hrmal ('3) and us«:d wnthm thc: pmgnm
uf th(: cnrrespundmg clemcms uf tJu: smsﬂlssquans .md CTUss: pmdnuz matmc? fm' nny twn cquatum% tn
be clustered are equal, to the ratio of the corresponding numbers of the cases within cach equation. This

Jﬂssumplicm of proportionality is discussed in detail by Bottenberg and Christal (1961, sce pages 8 through
11) and also addressed in Appendix B (sce equation 9b) of this report. In practice this assumption is met by
selecting items’ (1) and (5) of the prevmur: pnf‘i?f'lph to be identical for each equation.

anSirEam'()rgﬂniznuun . .

The following card qeqilence is required to use the Hll Iﬁ GRP prograne as it is operational on_a

Umv ac 1108 computer: - . /
Order . Card Type .
1.  @RpN
2. 0 @XQT T*T.HIER- L:RI‘
3 Problem Definitjon Card
4. Header Card(s)
5. Format Card for Equation Ns
6. Data Card(s) - Equation Ns
7. Format Card for Criterion Means and 5D
' \H Data Card(s) - Criterion Mcans and 5Ds
9, Format Card for Beta Weights
fo. Data Card(s) llq;i Weights .
11, linrmi:LL Card for V;i}ylitics ) N I



[

o 12, Data Card(s) — Validities T
’ 13. + Format Card for Predictor Means and SDs , ' o

14. . Data Card(s) — Predictor Meaps and 8Dy : ) o .
, 15, The séquence of eards 3.-14 is required for each run. *
oy * Assmany problems as desired may be run by stackingvne N

C problem after another. 7 + "
16, Blank'Card to Terminate Run
17, ®FIN . o

The Univac 1104 Sylte,m Carda (1,2, and 17) are described in the Univac Fxec 8 Reference Manual
~ (15).Descriptions of catds 316 are presénted In the next section, See Appendix C for jample run-stream

and sample control cards. : .
Control Carda
Problem Definition Card ~
Card FORTRAN : »
Columns Format - Description
-3 13 . NEQS, the nuinber of criteria (lyméu. regresion
: : equations) in this problem. NEQS must be ’
* less than or equal to 50. g
46 13 NPREDS, the number of beta weights (standardized 7
. regression welghts) in each equation.
NPREDS must be less than or equal tor 100
7 A 10PT, the grouping (¢lustering) option desired.
b ' Nonnally a ©'6™ is specified which causes
the grouping to be done hased on the .
iteritive technique developed by Bottenberg
¢ and Christal (3). Other options are
included in the program and comments cards,
- . . batt are for Puttre developmental purposes only
R . mn - NTIDRS,  the number nhic?ﬂdt?f (Iabel, title) cards ‘
that foliow this control card, Header cardy .
cap be omitted (NHDRS = 0) orup to 9 carely '
‘ may be specified, -
9 I E IREAD.  thedata read option, IRFAD =~ 0 means tead the
ety weights and vabidities NPREDS jtemsat
a time, IRFAD = I means read them NEQS®NPREDS
items at a time. TREAD allows flexibility in
the (opmat of input data. However IRFAD s
notmally set equal to zero, )
10 80 These card cofumns are aot read.
) LS
Header Cards -
Fach header card will be printed only once at.the beginning of the grouping repost, Exactly NHDRS
header cards must be present. : J .
o ' v

. 14/ | o
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- numher of cards fequlred depends on the format apeci MERHons.

oy

“second set coptaing the heta wriphli for equation

-Fm and Dats Cards

A, Formal Canl for I-qmrbm Ns. This urd iuppllﬂ the FORTRAN vagiable Fqn’hnl hy which thc
number of ﬁg: used ir the mmpumluﬂ af each equnli«m isto h- read. ()!nly the F and X edltlnz codes are

permitted. .
2. ata C,‘d'd(l) Fquation Ni. These cards gl tead accarding to the previous format card, The

3 Format C ard for Criterion Means. nml S This card prisvides the FORTRAN variahlg format by
whkh the critesinn mean and standard deviation for each equation ate to he read . Only the F and X editing
u:dﬂ”arc perniitted . _ .

Datg f‘aﬁl/i Criterion Meany and SIx These carda are read acconding o the previous format
lanl ﬂlc nitmber of cards requirgd depends on the format !pﬂllh ationy.. ‘o
5. Fornat Cand for Heta Welghts This tard supplies the l()RIRﬂN&gnahlr format by which the
hﬂa welghts (NPREIS weights per eqiation) are,fo he tead Only Hu- Foand X editing codes are permitted.
6. Datq Card(s) Heta Weikhts. These cards are read aceording to the mrgjﬂu format,card. l,xsu:lly
NEOS st of cards are regquired if TREAD = O The firfst set containg the hets weight « for equation 1. the
Yoand soon The munber of cands within each set
depends oy the format Ipmtllu“um ' - . '
1. lormat Card - for Validitics This un! pmvuln e FORTRAN vajiahle fonmat’ hv whirh the .

validity ¢ nfﬂiu ienta jor cmh equation e reml Unly the I and X editing codes are penmitied.

A Data candfs)  Validitice These :;‘mh are read according to the previous {fonmat vard. lxa;llv
NEQS sets of cardyare requited o IREAD = 0 The first set*containg the validities for equation | the
second et contains the validities for e |\l|Hnn 2 anduso on The number of cards within each set depends

on the format !PQ[!'ILS'“IH‘!

g Furmgt Cand for Predictor Means and SD5 0 This cand aapplies the 'ORTRAN variable format hy"
which the predictor means and standand dewiations Im cach cquation are !uht‘ read . Only the Fand X

. -

editing covdes are |“"nmltﬁl

PO Dat anis)” CPredictor Meany and SI5 Vhese cards aré read according to the previous format

card, The number of candsaequined depends on the Tormat specifications,
Output -

Clhe ponted outpot of HIFPRGRP i divided into five parts  the monegram and version date, the
contiol cand parameters. the prablem hepder Tabel, the fonmat amd input data cands, amd e eritenion

Cooupig reaitts Fach ol these divisons ig desenbedd in the Tollowing papraphs Refer o Appendic C lor

“Monogram and Version Digte . : : ‘

nireple oilput

&

he program gitle “Heeochual Coooapoy: Progaam HIPR G the AFHRT rmonogrim, and the
program version date are prnted at the begmming of each problein The program version dateis the last

thne the propran was updated o miditied '

(gmtml( :m! i‘nrnmﬂfn _

= The panmg!un i qa ied on the Froblam De Immnn canid e pnnu’xl under the heading CONTROL

o CARD PARAMETERS This indude AT fienther of fepiesaon eipations (epteriad, the nimber of bety

O

ERIC

Aruitoxt provided by Eic:

‘ﬁ_ns i each eqination, the proupyip option desired . and thed number ol header cards for this problem
. B . . o ¥ R
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_ Problem Header Lihgl

-
The problem he;der Jabel, if header cards were apecified on the Pmblem Deﬂnltmn Card, I8 printed
under the h!idlng PRDBLl M HEABER LABL .

=t

)

Fnrmﬂmdln[mibiti(iirds A .

Al format’ u:dl and .all . Inpm data age printed umlcf the henllng FORMAT CARDS AND INPUT I

DATA. First, the format statements used to read the number of cases and the criterlon means and standard '
deviatlons for each equation are printed. A table lisling the equation numbers, the number of cases, the .
criterion nieans, and the criterion standard deviations is printed next. Third, the format statement used to
read the beta weights and a table listing.the equation number and the beta welghts (15 per line) for each
equation-are printed. Fourth, the fonnat statement used to read the validity coefficients, and a table listing
the equation numiber and the vnlhhlléq (15 per line) for each equation-are printed. F’inglly. thoe format
statement used Lo read the predictor means and staidard deviations and a table listing the predictor variable *
numher nnd predictor means and standard dcvmiuns (one eath per line) are. printed. .

q y

L C ﬂteﬂnn (-fnupinu Results

The results of the clustering process are pfinh‘d under the heading IIILRARCIH('AL (:RGUPING

RESULTS. The output in this division can be separated into three parts — the grouping option description,
lhc R-square (R50Q) summary for the NE ()% mm al criteria, and the results of each iteration. Each of these

' Muium is deseribed as follows,

V. Grouping Hmmn Dese: nplmn Hqﬂ grouping option and a verbal (fcegnpliml of the grouping

.. option !pédﬁed orr the Problent Delinition Casd are printed.

RSO Summar\ for the NEQS Initial Criteria. The number, NEQS, nf initial criteria; the Dverall ,

‘:R"ir) nR”Ni 0% “achieved by using the beta weights specified on the input data L‘di‘ds and a table llsting

- primctl hllnw LJLII row of asterisks is listed as the following in Table 2.

lhc‘ (‘qu'lhnn ninnber .lnd the 1250 for each equation are printed.

“Roesults of Faeh leration. Fhe statistics and tables printed at c:mh iti‘:ratmmi ., the infam‘mtmn

-

L.
oA d



Table 2. Qutput for Each Iteration

Camputer Output
Labsl

Meaning

— e I . -

Stage = ¢

OVERALL/RSQ = ORUj
SYSTEMS GROUPING THIS STAGE Table
SYS IDENT

NO. MEMBERS

NO..CASES .

RSQ

DECISION VALUE

F-TEST FOR THE EQUALITY OF
REGRESSION’ PARAMETERb FOR
5Y5'S COMBINED AT THIS
STAGE Table

i

RESIDUAL
RSQ = l—DRU%H

DF = N-(¢+1)}(NPREDS+1)

L3

« FSTAT = [(DRUQ —0ORY; )/(NPRLDEH )

¢ is the number of criterion clustus present at the end.of
this iteration,

This is the RSQ obtained by using ¢ equatious (one for
each criterion cluster present at this stage) to prcdlc( the .
NEQS initial criteria.

" The identification (ID) numbers of the two criterion

clusters combined at this iteration,

The number of members in each criterion cluster. The
ID numbers of the members of each cluster can be
obtained by referring to the summary roster for stage
Q41 .
The number. of cases used in the computation of the
prediction equation for each criterion cluster. This
number.is the sum of the number of cases used in the
prediction equation foneach member of the cluster.

1]

The squared multiple correlation cdefficient which is
obtained by predicting %cach criterion within a cluster
from the same compromise regression equation.

The loss associated with replacement of the two clusters
combined at this qtagvs

pr;dmtmn aquzu,mns ,fpr the ,twa mtmon Llustcn.
combined at this stage are iderffical. Equivalently, itisa
test of the loss in predictivk efficiency when each
criterion within the two clustefs mmtzined at this stage
are predicted from the same compromise ¢quation.

The degrease in OVERALL RSQ from stage Q+1.

T . ’ . . .
The decrease in the numbergof parameters estimated
from stagg.L+1. ‘

\
The proportion of the eriterion variimee attributable to
error at stage ¢+1,

The total number of cases less the number parameters
estimated at stage ¢+1. Equivalently, DF is the number
of degrees of freedom associated with the eryor portion
of the criterion variance at stage ¢+1. k

L\

/[(l~ORUQ+k)/(N ~(G1)Y(NPREDS+1))] ‘ ﬁ

ERIC

Aruitoxt provided by Eic:

The F statistic testing the hypothesis described in the
pl'tuLL‘dllll:, paragraph (IFOR §Y5'S COMBINE I) AT THIS
STAGL)



O

ERIC

Aruitoxt provided by Eic:

Table 2. (Continued) ;

Computer Qutout
Labeal

Meaning

F-TEST FOR THE EQUALITY OF
REGRESSION PARAMETERS FOR
SYS'S COMBINED UP TO THIS
STAGE Table

CHANGE FROM NEQS SYSTEMS
RSQ = ORUNEqg —~ ORUj
DF = (NEQS—Q)(NPREDS#1)

RESIDUAL

DE = N--(NEQS)YNPREDS+1)

The probability that a value of the F statistic: greater
than FSTAT would occur by chance, A value of SIG
LVL equal to a means that if the hypothesis being tested
is true, then a value of the F statistic greater than
FSTAT would have occurred 100a percent of the time
by chance. Therefore, small values of o tend to reject the
hypothesis being tested.

This table outlines a test of the h}llpmhesis that the
prediction equations for all members of criterion cluster
number 1 are identical, the prediction equaﬁons—fcjﬁﬁl
members of criterion cluster 2 are identical, and so on

iteration. Equivalently, this tests the loss in predictive
efficiency when € cquations (one for each criterion
cluster) are used to predict the NEQS initial criteria
instead of the original NEQS equations. .

The deerease in OVERALL RSQ from stage NEQS. .

The decrease iff the number of parameters estimated
from stage NEQS,

The proportion of the criterion variance attributable to
error at stage NEQS. -

The total number of cases less the number of pafameters
estimated at stage NEQS. Equivalently, DF is the
number of degrees of freedom associated with the error
portion of the eriterion variance at stage NEQS.

FSTAT = [(ORUN 08 ORU,)/(NEQS- QY(NPREDS+1)]
/(1 ~ORUNpg(N-(NEQSKNPREDS*1))]

SIG LVL

SYSTEMS SUMMARY ROSTER Table

1

The F statistic testing the hypothesis described in the
preceding paragraph (FOR SYS'S COMBINED UP TO
THIS STAGE) ~ '
The probability that a value of the F, statistic preater
than FSTAT would occur by chance. A value of SIG
1VL ¢qial to o means that if the hypothesis being tested
true, then a value of the F statistic greater than
'STAT would have occurred 100« percent of the time
by chance. Therefore, small values of & tend to reject the
hypothesis being tested. :

"The summary roster is a listing of all the criterion

15

clusters present at the end of the current iteration. The
members and the RSQ for each cluster are also printed.
In addition, the prediction equation and the system
mean and standard dewviation for the new criterion
clugter formed at the present iteration are printed. The
compromise equation for each criterion cluster present
at a given iteration can be obtained by referring to the
sumniary roster for the stage at which the cluster was
formed.

13 D ‘



Table 2. (Continucd)

Computer ﬂutput

Mainlng .

I - lJbil )
STAGE IDENT
SYS LOSS - )
-~
- NO. MEMBERS
% I
o
. RSQ
. NO. CASES
SYSADENT
IDENTIFICATION OF
OTHER MEMBERS

NEW S§YS CRITERION MEAN'
NEW SYS CRITERION SD

BETA WEIGHTS FOR THE
* NEW SYSTEM S

RAW SCORE WEIGHTS FOR THE
- NEW SYSTEM §

REGRESSION CONSTANT

Y SINGLE MEMBER SYSTEMS

The contribution of each criterion cluster to the
decrease in OVERALL RSQ from stage NEQS.
Equivalently, this is the amount by which the
OVERALL RSO would increase if each of the criteria
within this LlUStEl’ were predicted from their individual

" regression eqt,mtmns rather than from the angmmlse

cquation for ;‘he cluster.

The number /of criteria within each criterion L]UStEl’ Thf;
ID numbers of the niembers of each cluster are listed
under the headings SYS IDENT and IDENTIFICATION

- OF OTHE -MEMBERS in this tahle

The' Squared multiple correlation. cnef’ficnent which is
obtained by predicting each critérion within a cluster
from the same compromise regression equation.

The number of cases used in the computation of the
comprontise equation for a ¢riterion cluster. This
number fs the sum of the number of cases used to
compute the . regression t:quatlon fm each criterion
within the cluster.

The ID number of & criterion cluster. This is also the
smatiest ID number of the criteria within thlS cluster.

The 1D numbers of the remMng criteria within a
cluster.

The eriterion mean for the cluster formed at this
iteration. :

The cntermn standard df:Vlatmn for the cluster formed.
at tlus iteration.

The values (10 per line) of the least squares standardized
regression coefficients for the regression equation which
is the best single predictor for all the criteria in the new
cluster where S is the ID number of the new cluster.
Equivalently, these are the beta weights which would be
obtained by pooling the observations for all the criteria
in the new cluster and computing the regression of the
pooled criteria on the NPREDS predicmr variables.

The vilues (5 per line) ¢
regression equation whic)

is the best single pn:dn:tur f‘m

all the criteria in the new cluster S.

The regression consfant for the regression equation
which is the best single predictor of all the criteria in the
new cluster.

A list of the identification numbers of the “Y” single
criteria which have not been ccmbmt:d with any system

up to thls stage

- 1

1410



10. -

13.

14,
15,

16.

18.

J e REFERENCES

'A:nde;berg, M.R. Cluster aﬁalysis’ jar applications. OAS-TR-72-1, AD-738-301. Kirtland AFB, NM:

Office of the Assistant for Study Support, January, 1972. - »

Black, D.E. Development -of the E-2 weighted airman promotion system. AFHRL-TR-73-3, AD-767
195. Lackland AFB, TX: Personnel Research Division, Air Force Human Resources Laboratory, April
1973. - _ v, o
Bottenberg, RA., & Christal, R.E. An interative technique for clustering " criteria which retains
optimum predictive efficiency. WADD-TN-61-30, AD-261 615. Lackland AFB, TX: Personnel
Laboratory, Wright Air Development Division, March 1961. Also, Journal of - Experimental
FEducation, Summer 1968, 36(4), pp. 28—34. .
Bottenberg, R.A:, & Ward, 1.H., Jr. Applied mulriple linear regression, PRLTDR-63-6, AD413 128.
Lackland AFB, TX: 6570th. Personnel Research Laboratory, Aerospace Medical Division, March
1963. . . : '

Brown, B, Simple comparisons of simultaneous regression lines. Biometrics, 1970, 26, pp. 143—144.

s

r

Christal, RE. JAN: ‘A technique for analyzing group judgment. PRL-TDR-63-3, AD-403 813. -

Lackland AFB, TX: 6570th Personnel Research Laboratory, Aerospace Medical Division, February
1963. T , R
Christal, R.E. Selecting a harem—-and other "applications of the policy-capturing model.
PRL-TDR-67-1, AD-658 025. Lackland AFB, TX: Personnel Research Laboratory, Aerospace Medical |
Division, March 1967. : < o .
Gott, C.D. Development of the iweighted airman screening system for the air reserve forces.
AFHRL-TR-74-18, AD-781 747. Lackland AFB, TX: Computational Sciences Division, Air Force
Human Resources Laboratory, March 1974. '

Hazel, J.T., Christal, R.E., & Hoggatt, R.S. Officer grade féqx:i}fsrriévirs project: IV, DEL‘EImeE;Uﬂnd
validation of a policy equation to predict critérion board ratings. PRL-TR-66-16, AD-659 125.
Lackland AFB, TX: Personnel Research Eaboratory, ‘Aerospace Medical Division, November 1966.

'Koplyay, J.B. Ficld test of the weighted airman promotion system: Phase I. Analysis of the

promotion board component in the weighted factors system. AFHRL-TR69-101, AD-689 751.
Lacklard AFB, TX: Personnel Rescarch Division, Air Force Human Resources Laboratory, April
1969.

Koplyay, J.B., Albert, WG., & Black, D.E. Development of a senior NCO promotion systen.
AFHRLTRJE%& AD-A030 607. Lackland AFB, TX: Computational Sciences Division, Air Force
Human Resources Laboratory, July 1976. .
Koplyay, J.B., & Gott, C.D. Reevaluation o f the operational weighted airman promotion system for

.grades E-5 through E-7. AFHRL-TR-73-25, For Official Use Only. Lackland AFB, TX:

Computational Sciences Division, Air Force Human Resources hgﬂratgry, November 1973.

Koplyay, 1.B., & Gott, 'C.D. Revalidation of the factors which comprise the E-5/E-7 weighted airman
promotion system (WAPS). AFHRL-TR-77-80, For Official Use Only. Brooks -AFB, TX:~
Computational Sciences Division, Air Force Human Resources Laboratory, December 1977.

Martin, F.B., & Zyskind, G. On Combinability of Information from Uncrrelated Linear Models by
Simple Weighting. Annals af Mathematical Statistics, Aug-Dec 1966, 37, pp. 1338-1347.

Sperry Rand Corporation. Univac 1100 Series Operating System, Programmer Reference, UP—4144
Rev. 3, 1974, ’ : ‘ R

Ward, J.H., Jr. Hierarchical Grouping to Maximize Fayoff. WADD-TN-61-29, AD-261 750. Lackland
AFB, TX: Personnel Laboratory, Wright Air Development Division, March 1961. ’

Welch, B.L. Some problems in the a,naly;i% of regression among K samples of two variables.
Biometrika, 1935, 27, pp. 145-160.

Wilson, JW.-& (:arryi. L.R. Homogeneity of regression — its rationale, computation, and- use.
American Educational Research Journal, 1969, 6, pp. 80-90. - ¢

15 lhﬁ



\
it : 3 3 .

BIBLIOGRAPHY e ‘, f

1 ér A H: The esﬁmanon and comparison of re:s:dual regiggmns where thera ar

rel ted sets of pbservations. Biometrika, 1949, 36, pp. 2646' ) h_éf’f"

2. Chaud, U Ihstnbutmns related to comparison of twé means ‘and reg,fessmﬁ mefﬁmentgi Annals @f
MathemanfaIStatlmcs 1950 21, pp. 507-521. . DR y_ :

/

3. Chipman, J.§., & Rao, MM The treatment of lmear restnctmns in regressu:m analysm Ecagiametnca
Jan—Apr 1964, 132(1-2), PP- 198-209. : T

4. , Fraser, A.S. The Behrens-Fisher problem for *rﬂg:essmn caefﬁglents Annals of - Mathemm‘zéal
Stamncs 1953, 24, pp. 390—-402. o ;

5 Geeshn W.E. Comment on homogeneity nf regressjofl. American Educatmnﬂl R/Es&‘aﬁ:h Journal, .
1370 7, pp. 636—638. o = ) /

d relationship (Vol. -

6 Kenidall, M G., & Stuart, A. The advanced thsﬂry of stdtistics, Vol. 2, Inferencea
R 25, New York: Hafner 1961, 7 , :
.
7. Kullba(;k S., & Rosenblatt, H.M. On thg analysis of multiplé reg:essmn inK
1957, 44, pp. 67-83. ’ _ , \,

’tegbries. Biometrika,

|
8. Rao,C. R Linear statistical mfersnce and u‘s applications. New chﬂ-c Wjey,

9. © Robson, D S & Atkinson, G F. JIndividual degees of freedom for tEstm homogeneity of regression

coefficients in a one-way analysis of covariance. Biomerrics, 1960, 16, pp 593=605
lD Thedl, | inciples of econometrics. New York: Wﬂey, 1970.

11. . Williams, E.G. Regression analysis. New York: Wﬂeyi» 1959, g

(.




© APPENDIX A: NOTATION AND COMPUTATIONAL FORMULAS
The transpose of the associated matrix.

k,  The initial number of criteria,

p,  The number of variables.

ng, The number of cases usgd in the camputatmn of the regression equation for cntem:m i

m;, The mean for El‘ltEIiDn i. =

a; The variance for criterion i. , o e .

31, . The constant term in the regression Equstlcm for criterion i.

gi* The pxl vector of regression weights for criterion i. . )

. Bii The pxl vector of standard regression welghts for criterion i.

for criterion i.
N, - The total number of cases N = n,+n,+ . .. tny
The pooled criterion mean Nmg =nymytnpmgt. .. tngmy

o,, The pooled criterion variance

2 2 2 VT N
NGO =1y (a‘;fml) ... mkggk*mk)g ng

Bp The number of criteria in cluster 1. ‘
I, The set of criteria in cluster I. 1 = { igsizs .- igl}i In the succeeding definitions, le,t Ibe the tinion )
, nfclusfers]andL JUL. ' - '

N[, The number of cases used in the computation, cnt the composite equatmn fDr"cllEter I 4‘ Co¥
Np= Zom = NpHNp | :
I iel, '

M, The criterion mean for cluster L.

NM = = mm; = NjMp+NL M, | ‘ ;
1€1 .

0y,  The criterion variance for cluster 1.

2. 2 L2 2 a2 a2
Njgp= 2 no; tmi) - NMJ = Ny sMy#Ny (o #Mp) = NpMP
Ay iel

ap The ‘constant term in the regression eauation for cluster L.
Nlal z n,lcx = NJQ‘J‘FNLC! - ‘ 3
iel . !
by,  The pxl vector of regression weights for cluster L.

IbI Z "Hb = Nij + Npby,

19




- . s
k %

EI,' The pxl vector of standard regression weights for cluster 1.

Noypy =X moif; = Nyoyby + Npogfy -

- ¢f,- The pr:I vector of vﬁidiﬁfs for cluster I.

R;, The squared multiple correlation coefficient for the regression, on criterion i.

2 3

R = B

2 y C
Ry, The squared multiple correlation coefficient for the rogression on cluster I. -
72§ﬁ? _ 1 B 77;7%77 2.2 . ) Aﬁ,[!:ﬂir B ‘
Ry=fp1=—-, [ NifilRJ*NiﬁLRL*NJNL"?J(?L@J‘?L*BLEJ)] .
Ny o7 “
19 :

¢ The set of s criterion clusters présent at the s cluster stage.

Go=dlil. .k} | ’ ,ﬁ,\'\

(R?, The squared multiple correlation coeffictént for the criterion grouping, G, at the s cluster stage.

No. R* = 3 Nj(of R{+M[) = Nm_ | ’
i N IE . B B

. -

"5

LetGy = {1, LKy,... K} and

s—1 " 1

-

Gy ={JULK,, . K, } then

L2

B . B ) ) 5 ﬁ roon 7
RY - gR* =NNL | ofRjof REHMy-My)® “’JaL(BFL*BL“J)] ‘

I
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= APPENDIX B: MATHEMATICAIX\BACKGRDUND

_ , \ ,
Mathemmatical Model for the Chttei?‘mg Algorithm . )

: Suppose that. a set of p independent variables, v ='(vy, . \?p); are linearly related to the expected
" yalues of each of k criteria, Y, . .. Y’k; thatis, : -
(1) E(YIV)-V'D +oy fori=1, . .m k ,
where b is a px,l vector of unknown pnpulatmn parameters and ¢ {s an unknown population constant. Let
be an n jx1 vector of dependent observations on criterion Yl, let Xl be an n;xp matrix of observatiops on
'the set of’ p mdgpendent variables w, where the j—th element of y; mrreapunds to the j—th row of X;, and
let u; be an n;xd vector in which each element is 1. Then from (1),

(1a) E(y EXI) Xib; +ue fori=t,.. . k.
Let N= nl *nk, let Y= [y, yeen y@ the 1xN vector obtained by pooling all the criterion ﬂbsewatmns,

i

let 7

-

[T wx, 0 o . . . *o0
0o - . . . Co kak

the Nxk(p+1) block dlagnnal matrix obtained by placing the ulx(pﬂ) matrix of observations uﬁ({lm
i—th block diagonal position, and let b'= Er,bi . c:kbk] the k(p+1) vector of unknéwn parameters. Under.
the assumption - that the criterion observations are” independent ‘and have. common variance, the
mathernatlcal model for the A;lustermg algorithm is :

(1b) E(Y|X) = Xb with D(YIX) =¢?1, )
where D(Y IX) is the dispersion matrix of the criterion obsewatmns 0% is the commion variance, and I is the
NxN ldentlty ‘matrix.

Minimum V;ﬁancé' Unbiased Estimation and Hypothesis Testing

The k(pt1)x1 vector b of unknown parameters in (1b) correspond to the k equations in (1a). The '
minimum variance unbiased estimates (mvue), @ o am:l B , of a; and b; are obtained from (1b) by the method

of least squares, where o
. sl ¥ 1 F ¥ l o
o b, =:[XK] n, ’ou'(A1 Xy nlxluuy .
(2) : l x”l j ['l ”l] © fori=l,...,k.
( ioN ??’1 - “i ulx’lb
T'hgse dre the Estlmates that would bé obtained by the method gf least squares from the k separate models
(3) E(y; IXI) Xib;+u,; with D(y; IX)) =0 o'l fori=1,...,k

where the error variance, 02, is the same for each mc)del It might be that some or all of the Equatmns in ( 1)
are identical. The te;:hmque of homogeneity of regression can be used to-test the equality of vectors G§
regression parameters across several criteria. Chipman and Rao (1964) and Theil (1970) have develupecﬂ
methods for obtaining mvue under general linear res’tnctmns and for testing general linear hypotheses. Rao
(1965, pp 189—-190) shaws that in the case . .

@) EYIX)= Xb with D(Y IX) = 0?1,
‘where X is nxs of rank s and b is sxl, the mv’ue, b—q, for b under the linear restriction .
V@) weois B ’ - '
(4b) by =BBXXB)'BXY

R
It

J-'-m

0
La .
19
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“where W is rxs of rank 1, B is sx(s-r) of rank (s- r) and WB = 0. Rao obtains this result by intreducing the

general solutior, B9, where 0 is an (s-r)x1 vectnr .of new parameters, of (4a) into (4) to obtain the model
(5) E(Y IX) = XBS wmb D(YiXy= o1 :

and no restrictions on 0. The r>wue EB of BA is BB (see Rao, 1965, pp. 181—=182), where 6 is the mvue of
6-in (5). If, in addition to (4), Y has a multivariate normal distribution, then C’hrpman and Rao develop an
expressxan for an unbiaded critical rﬂgjon of size 0 for the following hypcjthesm .

St

(6) ¥,b=0giventhat ¥ b=0 4

where ¥{ s r, xs of rank r,, ‘I/ is r xs of rank r_ ,and \l' El' \P,j is 5x (r +r1) ufrank(r 4y ). The
expression for the unbiased crltlcal rf;gmn ofsize 0 i lS
) V :;"FB (f!,nisffa) }i

™ {FIF 36‘_““;‘:' ) (Eé‘;é) (ﬂ ?,H) (R“’@ i
. /TR

where FE (ry,n—s+r ) is the upper 100 (19)% point of the cgntra] F distribution with r; and n—= -str,
degrees of freedom, and ' .

ESSH = (Y:Xb‘l,o)'(\ézxgq}ﬁ), )\ @
EXSS = (Y=Xby,)'(Y—Xby,) — ESYH, ‘
h‘y is the mvue of b under the restriction ¥ b =0,

b\p is the mvue of b under the restriction ¥b =0,

RQ, is the squared rmultiple correlation under the restriction

W b =0, and ’ |

Rq, is }Hé squared multlple correlation under the restriction

Wb =0. ,

%
The Chipman and Rao computational fgrm for F 1-: dltferent from the form in (7), but the two are
equivalent. (Seea Rao 1%5 pp. 199-200). < g .

L

™~
MVUE for a Criterion Cluster

= b, can be expressed in the form Wb =0 as

“The restriction &, =, .=ayandby =by 5.,

11 0 ... ] Ex: %

J -1 0. b,
8) (t=D)(pt1) 0 a

0
. 0

14

I 0 -1 0... 0 k

e ' L. T -] Sk,

t(p+l) (k=) (pt1) P

where 1 is the (p+1)x(p+1) identity matrix. To express model (1b) in a form similar to equation (5) under
the above restriction (8), the k(p+1)x(k—t+1)(p+1) matrix B, where

Iji‘i

b b



The effect of B is to pml thc observations for mtena l
, t can be caluulatcd in either of two ways: pool the

c:b-aerv;ﬁmns as in (9) and compute a‘l, and B fmm the normal equations

cluster. (1, 2, ..., t) formed from criteria 1,

nj ijl

(%) ., ...+
ﬁ Klrulgxlxl X

i

o HpH) o (k=t)(p1) :
T...10...0
0 . 01 .
B S (k=t+1) (p+1) :
-\:ﬁ‘ .
0
. . I
and the (k‘atﬂ)(p-!-i) vector of new parameters @, where
[ ) . R '
. isintroduced into (1b) to yield the model e
o EII Xi TQ\II
" . 0 b‘i‘i g -
» o : aH‘l .g*'?
(9) . E(YX) = b . .
) uXe' by with D(YIX) = 0?1,
o w X
- Qk

t Tha nmvue a\l, and b\y, for the criterion

WYy

“
Xy

or if the predlctDr Sumsﬂf{iquan:s and cross- pmduct matrices an‘; pmpnrtmnal ie.,

’
ni ul}‘{i

i

b 1 D L
-om Xlui X Xy n

rﬂz u; X3

}{; [1}] X; XQ

then c:z‘p and b\I' can be CdlElllﬂtL(lrﬁ'ﬂl“ a,, b,, ..

-y ut)’Lt

X,

1

En xx

t“t

. at, and b by given in (2 without forming the sum of

matrices on the left hand side in (9a). Using (‘}b) this sum of matrices is

. I 'ui X n u:}(T h uIXl
(9¢) ; +...+ | . :Nt fori=1, , t
B »‘7 o ~ K A — 'y r .
}{] Uy X %! X,tut tht ni xlul )(1?(]
» Where Ny = n gt ... +n£. Using (ST)he solution of (9a) is
LA RN
“
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t | UYi

ney

Thus, the mvue for a criterion cluster are
& : W}"\ . =
Oy n a, ny &—\r
(10) = T f ot N S

i

A
N b‘lf \/ U] :t

'

When (Qb) holds, thg formula for thc standardized regression wc;gh;s fora criterion LlUStEl’ is easy to
obtain. Let li;, 5, L tbe the standardized WEIghtS corresponding to the raw weights b‘l,, bl. e Bt;let
Q be the pxp dmgﬂnal matrix with its elements equal to the standard deviations calculated from the
Dbsewatmn matrix )Ll for the p independent variables; let Qy, be the pxp diagonal matrix with its clcmcnts.
equal to the standard deviations LﬂlEUlEtEd from thc: pooled observation matrix [XiX; . - X '] for the p
mdcpe\xdent variables; :md lc:t ﬂ\!, a,,,: t' be the sample variances for the vcctnﬁ; 01 Lﬂ(LﬂDﬂ
observations [y; vi ...y.l ' Ve reaputwc]y By d;ﬁmtmn the standardized weights are

o = QUPY G, = Qb RS 0

g\p 7y Ul
- From (9b), Qy = Q, = ... = Qi therefore using (10), the formula for the standardized weights for.a
criterion cluster is ! !

[ . e A A,
(10a) By =Npoy (nyoi By +. . 4 ntatﬁt),

Multiple Cu’rﬁ:latinn Coefficient for a Criterion Cluster i
2 -1 3 :

Let Ry, Ry ... Ry be the ‘iqll._lfgd multiple correlation coefficients for the criterion cluster formed
from crittria 1, t .md for the t criteda yy, ..., y,, respectivelys let ¢ be the px! vector of
intercorrelations calculated from the nhscrvatmn:? b .md y; between the p independent variables and the
i—- th Lntcrmn. and let G be the p'xJ vector of mtcrmrrglntmm caleulated from the pooled observations
[X X; . X! ] and [yiyi . },'t ¥ between the p independent variables and the criterion cluster (1,2, ..,

t). By dcﬁmtmn,
n,0,Q;¢; = }{{yx - ‘{ u. ulyl fori=1, ..., kand
. e . o l . F » ’ . ’
th\ltg\pﬁ\[i = (X—IYi o *Xt)’t) Nﬂt [xiul t.o.tX utl l“l},l .. * i Yt]

, | ) . 1 .- ) )
From (9¢), ﬁ? Xiup + ..+ Xquy I =4 xi”i Adori=l L.t Therefore,
t : i '

Ny Qe = n0:Quep + .0 #a Qe -
B“t Q\Ip Ql

= Qt so the validity coefficients for a eriterion cluster are

21
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* (10b) ¢y, = Nyag(nyogey + .0 tngogey). . . ‘]
The squared multiple correlation coefficient for the cluster

(1,2, .. 0 s
o3 = 1 b ' H ! 'i
(]Dﬁ)-R\p" = ﬂ\yg\p = 1;7 ;1 (n, o Li + ... '"t"tDt) (njogey + ... *,“t”tct)‘ \ ’

Hypothesis Testing ' v

The critigal region given in (7) for tlu hypothesis (6) requires the caleulation of the error sum of
squares or the squared multiple correlation coe fficient for model (1b) when restrictions ‘e mposed on the
unknown parameters. The error sum of squarcs, ISS. for model (1b) when there are no restrictionstn thc
unknown parameters is equal 1o the sum of the error sum of squares, E CSI. fog the k umd;lﬁ (see (3N ie.

'ESS = ESS; +ES55; +. .. % Lfshké
\
Let n o and u o be the menun mean and varianee caleulated from the p(mlul criterion nhscn ation vector
Y,and et iy, . ..oy be the eriteron means for y, yl\ ru;wdwvly Then .
ESS. = 2 2 . L i .,’;
ESS; = nyo; (1 Ry tord l\’ B 3 ~
’ Nmn =iy 4 ongmy o b mpmyg ey
F b 2 2 2 1 '
Na‘ﬂ = nl((? tmo) bt “kmk“nk) - Nmp, ?‘
'Thcrdnrc the squared multiple correfation, R for ( lh) iH
2 1
) No . - BSs 4[1 (u R +m | IR SR (nL Hk hnk) "Jmn]
(R - o F AL , R B
. N TS R
N [ni (o 't,ml) oL “‘k("k imk) ; N_mn]
The error sum of squares, ESSHL for(9) is ' ‘“
i . . S
ESSH - BSsy, + FSSp v o0 LSS !
whete ESS‘p g ”‘P“ R‘l’) Therefore the sqlun(l multiple correlation, R . for (‘)') is
. o )
. ERT
No, : T .
’Nu;ﬂmth;;sis (8) can be tested at the aosigniticance level by computing
SN R\ R R
(11a) F (th o
A H(pH) IR
. .
and rejecting (B) it F l‘XLlLil‘\ the 100( 1 u‘r point ul the ecentral Fodistiibution with(t 1XptDand N
k(p+1) degrees of freedom, X

/ R S : .
Aplication to g Four Criterin Model; A Worked Example '

Given four ¢ rlh i yy. Ve, vy, and vy, where Yi is an x1 vector of ulmnﬁtmn\‘.md the predicto

matdeen X, . X;. X A3 aed Xy, whete .\ 5 an 1 (XD mmn of nh\cn\.\imns on p inde plilll& nt variables, the
/ iy .
N . * A; ‘:)
n



greatest predictive power s attained when cach criterion variable is puduud from its re x:nnu»n on the
Lnd;'pcndmt variables. The initial stage. i.e , Stage 4, employs the following model:

ylr u, X, 00 0| rayg Joiug iy X,
a3
T b7 O0wXy 001 {m it thy X, ,
(12)E = o i b, | = with D =g 1, .
v Y 0 0 Ll;,‘\x; 0 oy iUy thy X
. - ) ) 3y )
Ya 00 0 ugx; RN agliy thy X, .
- 11a, - .
N 15 %l o4kl T .

ﬂlc mvuc o .md h for o and h are obtained from (2) and the xqmud multiple corelation m;lhu;nt
. for model (1 ‘B 15 Hhhunul tn\m (11). .. .

For Sfage 3 assume (90 olds tor Xy, X, . X5, and Xy Under the linear hypothesis &y =, and
ge 3, R , ¢ hyy 17
=h,, the mvue Z\, L and h ,for the enterion Lll!ﬂi‘l (1.2) formed from.criteria 1 and 2 are (sce (10))

- R '
1
aLl a, n,
A R - + ———
, tn i
LY IR UL [ Nty

The standard weights, ﬁ! . and the validities, Sl tor the cluster (12) are (;cc (10 and (10D

A : 1 T \
B, - (g ody Fagogda ) and : .
SITLE I PR
: - ] (e vy bngoae, ), where
Vi gy PRy ), Wihiene
Uyt e, »
e , . .
) 3 3 ; : (4 oams) -
(ny tnsy)o iy (o tm ) g et ) '
LR Y L : n ot
The model dsed G abtain these estimates s (see (9)
¥i Uy X, R ’ uy by \1 A .
. 0 0 by ey o PN with D - gtl
(13) 1 y Sy N , oy o . v,
0 u, X, 0 by ayu b X, 5 vy
. v,
Ya ] O uy Xy b,y (rglig thy X, * v,

The squared multiple correlation coetticient, ,‘R; ot () s o () with K0

) 1T . 1,20 2 Crgra , 1
R} l.mi' *n;)(nl:l{l ; nn”‘)*n‘(n‘l\‘ Hnr‘)fui, (”-L l{m'iu!‘) Nm“]
' . S0 . Cwhere
vnowol rmd e Pty o) Nin? L
- {1y “2)(“1 . H,nl;) u.‘(u‘ ,luj n, (1 A m_l) i,
3 : (g tnemy), N o= 1 \‘n;.'\‘ Ny, and
R = U in B : U
13 12 11 e
(ng tny)
Niu,, Ny aryy by nny baay g
-f £y 5,
pﬂ\) N
" .
i Ab! %

ERIC

Aruitoxt provided by Eic:



£ - T

(11a) can now be used to tcstgl the a signiﬁcam:e level the hypothesis H1: oy =ay ;md b, =bs by Cpmput’ipg, s

. . . . B: ) ;o ‘v"
- N 4(?*1) o : . R

e s (R =y : \

Yoo ( (pr1) (l“h% o ‘ o '

.md rchnng H1 if F exceeds F, (p+l N4(p+l)) ' X ‘ ) Sy - o

For Stage 2. accepting H1 as true, the additional resmctiana ay=q4 and b, Th, are imposed and the
mvue, a,, and bM ,Yor the criterion cluster (3,4) formed from: eﬁtma 3and 4 are :

- ' = 9 -

n, &, , iy fa,
e - + [
Ve ny tiy by I n,; +ns - s , s
% . b“ .

Thestandard weights, BJ 4 and the .ﬂulxtn:s ¢, ‘lur the cluster (3 4) are -
oA T A .
Q'H = e = (n:\ (1363 + Ny ‘jtlﬁd )s mld
(n; +n, )(iH : .
. 1 ( ), wl ’ . ' N
! ¢ = oaoe m o (ny0acy 40404 ), wWhere ‘
b 14 (n, bnada, | 10ac) 1Uq¢a ﬂ
; o "N
) D, 3 s . 1 1. (n,m; *mmg)
(ny+ng oy = nyla +m’ yingla] *m% )y~ B
a4 . 3 k} E 1 (“l +ng)
© The model used to-obtain these estimates is
yl 0 \ a’ll . Wdl; ¥ ill +b X yl
. ot ’ Uy Y12 Xj
V) bl | 4 | PR £7% B
S . - 2
(1) E = . = __ _|withD =07 1.
Y u:\*‘\;] ajq V53 +h X Y3 .
U Ny s Uy "34 ¥ =,
¥a by, O =4 Ya &
The squared multlpk correlation voetficiént, | R , for (14) is (from (1 l)w;th k=2)
[(n L H, )(nf s R ; +m ) +(ny+iny )(U Hn ) -Nini,; ]
lRi R L . N ,,,___;‘,:_ R
! 'y
[(nl%n;)(u‘l 2ﬂn ) ¥ (n,+m)(u . +m ) Nmn ] ,
L 1 o ) i i L .
vwhere R, 7 B e, (gt Jm, 7 Dyt g, Equation (1la) can now be used to test at the «
significance level the hypothesis 13. i : -
i - = ’. '-E}; . %
12 o =y and by=by given H1 is true by computing
; R ' ’ .
N\, /R ;
s . 2 s
(pr 1y ' (1. R - x
and rejecting HAT T exeeeds F(p+1. N Mprl N - g ;
Fguation (1a) can also be used to test the hy potjiesis .
I oy -0, sy, oy o and by =h, by computing - .
E. V - -‘ f‘ LT} )
/ ) L

O

ERIC

Aruitoxt provided by Eic:



o N?4(p+l) K- R
£ 2(p+1) ' (lﬁ R

, md raqu:ung H3 §f F exceeds E(2(p+ 1),N-4qp+1). ¢
~ 'For Stgge L, ac:cépting H2 as true, the addit nal restict iunsa 2%y and b, =h e lmpuse,gland "y
the myuse, nz, 234 and bl= sy for the crltcnnn clustor ( 12,3 4) Forored Frorr ol fuurcn teria are

A

a ;‘;.—, , (ﬂqﬁz) &y, (3 *1‘4 ) 0‘3;
N R E |
) 'b!‘if}é N bi: " N bi‘*

The starndard “weights, f, 254 and the vilidties, ¢, ., , for the cluster ( 12,34y ure

3 |
U;;’ﬂ ~ No,, o ("lﬂi)ﬂlzgli *+(n3 ny )“a;an "md .
= i K -

i
5 J”x;g, £ b . ,
ULEY Né;-gﬂ (m+a) o, ¢, #(ny t )‘714 14~ where
Co ) . ,
: No viae (n,+n3)(cri 3+(r|,+r!.)({1 *m ‘iabhn 1734 and

v Ny, =1y niri-'ilimﬁnjln3 Hig g .
The fioddl used to obtain the estimates for clusler 41,2 3,4 )k

Yil. u] xl v _‘ ) U i

B e ,‘ . B . x; a N . ) y - v V y ~ a
(15 L 2 2 lrb‘”;J b Haad l B4 withD §7% [ =071,
, Uy !

Y3 u3 Xy 1138

Ya P4 Xa

The sc;uareq multiple Vcartélatin:n coeffickent, K, for ( 15) i

N
R = !]1239 TEVE C

Equatéc:n (1 la)c:arﬂmw be used tS test at the oesignificance lkvel the by pothesis

o and b,,=b,,. gw’erm, =0y ,03 4 by =b; and by=b, by conp utlﬁg

13

’F_—f, N‘2m+l) ;E;: JR;i o
f ®h ) \0R) |y

and rejecting H4 if F exceeds F (p+1, N-2(pti ). The E’l‘yp{:’!thesis‘ - ‘ ’ Co

v .
.

-

H5: [ =ﬂ;;§ﬂ3';=ﬂ4 and b]sbg=b32b4

cin be tested atthea sigﬂiﬂehncc level by computireg

AN L
et ) \(1-,

and rejér,:tigig H5if F exceeds Fa(B(p+'l 3 N—A4(pt))




